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Dynamics of Al Principles?

The IS our toolbox for keeping frack of, systematizing, and

operatfionalizing the bewildering and growing number of Al Principles out there.

Al Principles are published by private companies, governmental agencies, international organizations,
research centers, and professional organizations.
With about 100 sets of principles published so far, it is easy to get lost in these separate but similar

documents. We know, because we found ourselves struggling to keep up with the trend.

We decided to find a solution both for our own sake and for others in the field.

And we created the
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Dynamics of Al Principles

With this inferactive toolbox, you can;

|.  use the Map to sort, locate, and visualize Al principles by

Q. country and region,

b. fime of publication,

c. types of publishing organizations;
Il. search documenis or see the full list and find their summaries,
ll. compare documents and their key points,

V. visuadlize and compare the distribution of core principles, and

A

V. use ihe Box to systematize principles and evaluate technologies. ETH ‘ CS
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A

Over 100 sets of Al principles... But what do they mean in practicee
What are principles for and how can we operationalize them for building

ethical Al technologies?

Principles help us recognize and keep in mind the ethical considerations
we must fake info account when we make decisions.
They provide a valuable tool for detecting and conceptualizing ethical

concerns that a technology poses. %‘TH ICS
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not

Principles are not coherent and complete systems for decision-making.

They are loosely based on moral and political theories. Each theory
provides a coherent and structured value system and a decision-making
tool. Principles capture the main ideas of these theories. But they also

capture the conflicts between these theories without offering a resolution.

Principles can help us think, they cannot systematically guide us. Al
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Power to decide (whether
to decide)

Human control

Human oversight
Transparency (to
understand)

Openness (to understand)
Explainability
Explicability

Liberty

Freedom

Fundamental rights
Personal privacy

Privacy protection
Fundamental rights
Human values

Control risks

Safety

Security

Capability caution
Data protection
Privacy (to avoid harm)
Explicability
Transparency (to avoid
harm)

Reproducibility
Accuracy

Reliability

Responsible deployment
Prevent arms race

Promoting well-being
Benefit society
Generating net benefits
Sustaining the planet
Impact

Efficacy

Explicability

Scientific excellence
User-centered design (for
user benefit)
People-first approach

oromote the core

ct, it itis not @

Interchangeable.

Al Ethics Principles’.

Fairness
Fundamental rights
Equality
Non-discrimination
Avoiding bias
Inclusivity

Diversity

Data neutrality
Representative data

Shared benefit / prosperity
Social & economic impacts

Avoid disparity
Mitigating social
dislocation
Preserving solidarity
Accessibility
Explicability
Transparency (for
accountability)
Openness (for
accountability)
Accountability
Auditability
Liability

Inclusive

Judicial transparency
Open governance
Regulatory & legal
compliance
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e autonomy-focused,

, are focused on avoidance of
& iIncreasing benefifs,

41% are justice-focused.
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Let’s put these principles into use and see how the core & instrumental

principles play out in practice.

We'll go over a use-case (Google Al Principles x Google Duplex) and

demonsirate 3 steps:

Step 1: Organize instfrumental principles into the 3 core principles
Step 2: Lay out ethical concerns of the case using the organization’s
instfrumental principles

Al

Step 3: Check if you need 1o add more instrumental principles to ETH ‘ CS
uphold the 3 core principles AR



GOOGLE DUPLEX

GOOGLE Al PRINCIPLES

Google announced “a new technology for
conducting natural conversations to carry out

1. Be socially beneficial. ‘real world' tasks over the phone. The
2. Avoid creating or reinforcing unfair bias. technology is directed towards completing
3. Be built and tested for safety. specific tasks, such as scheduling certain
4. Be accountable to people. types of appointments. For such tasks, the
5. Incorporate privacy design principles. system makes the conversational experience
6. Uphold high standards of scientific as natural as possible, allowing people to

excellence. speak normally, like they would to another
/. Be made available for uses that accord person, without having to adapt to @

with these principles. machine.”

Read the full document: https:// A‘

Read the full document: https://ai.google ai.googleblog.com/2018/05/duplex- ETH ‘ CS

principles/ ai-system-for-natural-conversation.htm! LA B
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Step 1: Organize insfrumental principles into 3 core principles | Harm-Benefit

GOOGLE Al PRINCIPLES

Be socially beneficial.

Avoid creating or reinforcing unfair bias.
Be built and ftested for safety.

Be accountable to people.

Incorporate privacy design principles.
Uphold high standards of scientific
excellence.

Be made available for uses that accord
with these principles.
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Read the full document: hitps://ai.google ETH ‘ CS

principles/ LA B
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Step 2: Lay out ethical concerns using the organization’s instrumental principles

GOOGLE Al PRINCIPLES GOOGLE DUPLEX

ensure caller & receiver privacy

Harm-benefit Harm-benefit
* Be built and tested for safety. - safety: address misuse (e.g., scam, impersonation, fake information)
* Be socially beneficial. - social benefit: help those who have speech problems, reduce cost
* Uphold high standards of for (small & large) businesses

scientific excellence. - sclentific excellence: ensure testing & development of the system

understand & imitate diverse types of speech
ensure mechanism for accountability
test for ethical research, development, A‘

design, and deployment of the system ETH | C 8
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THE BOX - by Al Ethics Lab
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Step 3. Check if you need other instrumental principles to uphold 3 core principles?

GOOGLE Al PRINCIPLES

Harm-benefit

* Be built and tested for safety.

* Be socially beneficial.
* Uphold high standards of
scientific excellence.

GOOGLE DUPLEX

ensure caller & receiver privacy
clarify in engaging with Al vs. human
avoid deception to ensure user understanding & choice

Harm-benefit

safety: address misuse (e.g., scam, impersonation, fake information)
soclal benefi: help those who have speech problems, reduce cost
for (small & large) businesses

sclentific excellence: ensure testing & development of the system
avoid societal harm: avoid erosion of social frust & social relations

understand & imitate diverse types of speech
ensure mechanism for accountability
test for ethical research, development, A‘

design, and deployment of the system ETH | C S
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Must address (at the minimum!):
« Safety, social benefits, scientific excellence, societal harm

(Keep in mind, these points help us think. They do not provide conclusive guidance.)

Duplex (announced in May 2018) caused ethical outrage because Google (after announcing its
Al Principles in March 2018) completely neglected the deception that Duplex displays and the
risks that this deception poses to social relations as well as individual and collective
decision-making.
What makes the Duplex case a good illustration is that

(1) the ethical neglect was due to limited understanding of core principles &

(2) this ethical error was completely avoidable. A\
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s, Al Principles will help;

he Ethics Analysis by ethics experts

>ful only if utilized correctly!
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